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Abstract 

In large-scale assessments like Programme for International Students Assessment (PISA) and the Trends in 

International Mathematics and Science Study (TIMSS), plausible values are often used as students’ ability 

estimations. In those studies, stratified sampling method is employed in order to draw participants, and hence, 

the data gathered has a hierarchical structure. In the context of large-scale assessments, plausible values refer to 

randomly drawn values from posterior ability distribution. It is reported that using one of plausible values or 

mean of those values as independent variable in linear models may lead to some estimation errors. Moreover, it 

is observed that sampling weights sometimes are not used during analysis of large-scale assessment data. This 

study aims to investigate the influence of three approaches on the parameters of linear and hierarchical linear 

regression models: 1) using only one plausible value, 2) using all plausible values, 3) incorporating sampling 

weights or not. Data used in the present study is obtained from school and student questionnaires in PISA (2015) 

Turkey database. Results revealed that the use of sampling weights and number of plausible values has 

significant effects on regression coefficients, standard errors and explained variance for both regression models. 

Findings of the study were discussed in details and some conclusions were drawn for practice and further 

research. 

 

Key Words: Hierarchical linear modeling, multiple linear regression, plausible values, survey weights, large-

scale assessments, PISA. 

 

INTRODUCTION 

When determining the group performance, large-scale assessment data are used in many countries so 

as to take initiatives and develop educational policies. In addition to the cognitive tests measuring the 

student performance, several scales are used in those applications in order to collect student-, teacher- 

and school-level information. Through that data, instead of individual assessment, school- and study-

related student skills are taken together, and group-level inferences are made. In this type of large-

scale assessments, different booklets are designed and applied to students in pairwise blocks in order 

to prevent the loss of time resulting from the measurement of performance in a wide range of subjects. 

In this case, as all students do not answer the same questions, it is incorrect and inaccurate to estimate 

their performance via classical statistical methods and to make a group-level comparison 

(Organization for Economic Cooperation and Development-OECD, 2017). Hence, such applications 

employ multiple values demonstrating the possible distribution of student abilities (Von Davier, 

Gonzales & Mislevy, 2009). The so-called plausible values are based on student responses to subset 

of tests, as well as affective features and available background information (demographic information) 

(Mislevy, 1991; OECD, 2009). 

Plausible values refer to random values drawn from the posterior distributions of ability scores in the 

context of large-scale assessments (Von Davier et al., 2009). Maximum Likelihood (ML) (Rasch, 
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1960), Weighted Maximum Likelihood (WML) (Warm, 1985), Joint Maximum Likelihood (JML) 

(Wright & Stone, 1979), and Expected A Posteriori (EAP) (Bock & Aitkin, 1981) used in estimations 

made through the Rasch model within the Item Response Theory are estimation methods that cover 

up each other’s flaws. However, these methods make point estimations and do not give more than one 

ability estimation different from each other coming from the posterior distribution for individuals as 

in plausible values (Wu, 2005). The first usage of plausible values was inspired by Rubin’s (1987) 

multiple imputation research when analyzing the US National Assessment of Educational Progress 

(NAEP) data in 1994. Using plausible values in large-scale tests became more common as they were 

also used in the next NAEP applications, the Trends in International Mathematics and Science Study 

(TIMSS) by OECD, as well as the Programme for International Student Assessment (PISA). In 

general, five plausible values are produced for each student, though there is not a strong basis for this 

limitation in the literature (Von Davier et al., 2009; Wu, 2005). 

Plausible values correspond to the distribution of abilities a student can have depending on his / her 

responses to items. They are obtained by randomly drawn values out of the posterior probability 

distribution for θ ability values in the Item Response Theory (IRT) (Wu, 2005). The technical reports 

of the NAEP applications in 1983-1984 and the PISA in 2000 give detailed information about how 

those values are calculated and how they are drawn from the probability distribution (Adams & Wu, 

2002; Beaton, 1987). Plausible values are not individual scores in the traditional sense, and should 

therefore not be analyzed as multiple indicators of the same score or latent variable (Mislevy, 1993). 

When compared to the EAP and WML methods that make point estimations, using plausible values 

will yield less biased results in group-level assessments, as Von Davier et al. (2009) demonstrated in 

their research. They point out, however, that using the averages of plausible values (PV-W) leads to 

more biased estimates than using the average of statistics (PV-R) derived by analyzing each value; 

therefore, the averages of plausible values should not be used as dependent variable (Von Davier et 

al., 2009). Furthermore, the simulation research by Wu (2005) shows that using any plausible value 

alone is enough to make highly correct estimates regarding the population parameters. 

Instead of assigning point estimations of ability for each student, plausible values from the posterior 

ability distribution are used in large-scale assessments such as Trends in International Mathematics 

and Science Study (TIMSS), the PISA, and International Computer and Information Literacy Study 

(ICILS). The data obtained via those large-scale applications is hierarchically structured within 

multiple levels (student, school, regions, country, etc.). In fact, it is possible to encounter this data 

structure in several areas of social science research like organizational, intercultural, and 

developmental studies (Bryk & Raudenbush, 2002). The data in educational sciences may involve two 

or more levels as well, with students being nested within classes, classes within schools, and schools 

within cities or regions, in addition to the repeated measures for students or any unit of analysis. Over 

the Ghana Youth Save data, for instance, Chowa, Masa, Ramos, and Ansong (2015) examined how 

the properties of students and schools would affect the academic achievement of youth. Students were 

nested within schools in the mentioned study. By using the longitudinal data from the students 

participating the National Longitudinal Survey of Youth (NLSY), Stipek and Valentino (2015) 

investigated how well measures of short-term and working memory and attention in early childhood 

predicted longitudinal growth trajectories in mathematics and reading comprehension. The measures 

in due course were nested within the variable of student as a secondary unit. In the Sustaining Effects 

Study (SES), Bryk and Raudenbush (1988) used a three-level hierarchical linear model to analyze the 

relationship between the intensity of student and school poverty for the first to third grade students 

and their reading comprehension and learning mathematics. 

It is common to observe two type of data use if the hierarchical data structure is not taken into 

consideration. Those are aggregation and disaggregation methods. Aggregation is integrating sub-units 

of data in upper units. Conjoining the test scores of students at the class level and obtaining school-

level scores by weighting their average class-level scores can be taken as examples of aggregation. As 

individual differences are ruled out in this method, relationships between aggregated variables may be 

much stronger or lead to misinterpretations (Atar, 2010; Bryk & Raudenbush, 2002; Snijders & 

Bosker, 2003; Woltman, Feldstain, MacKay, & Rocchi, 2012). In disaggregation, upper units are 
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degraded to lower levels. Assigning the data about a school- and class-level variable to students can 

be an example of disaggregation. In this case, as all of the students within the same school or class 

have the same properties, independence of observations as a significant assumption of statistical 

analyses will be violated (Snijders & Bosker, 2003; Woltman et al., 2012). In conclusion, using linear 

regression models with aggregation and disaggregation methods will lead to related residuals, as well 

as to biased coefficients and standard errors on regression equations by ignoring between-group 

differences (Bryk & Raudenbush, 2002). 

Being a way to analyze nested data, hierarchical linear models eliminate the mentioned disadvantages 

of aggregation and disaggregation methods. Hierarchical linear models have removed the obstacles 

concerning the examination of analysis unit and measurement change that were important problems in 

the past (Raudenbush & Bryk, 1986). Thus, estimates for variables at each level, interactions between 

variables at the same and different levels, as well as components of variance-covariance can be 

investigated through a single analysis (Bryk & Raudenbush, 2002). The advantages of using 

hierarchical linear models for hierarchical data include formulating within and between level relations 

correctly; eliminating the biases resulting from aggregation; enabling to propose more diversified and 

far-reaching research questions and hypotheses in empirical studies; detecting the appropriate error 

structures including random effects, and allowing for estimates of standard errors stemming from 

group effects, including the components of variance and covariance (Raudenbush, 1988). According 

to Goldstein (2011), hierarchical models enable statistically efficient estimates of regression 

coefficients, provide correct standard errors, confidence intervals, significance tests, and make it 

possible to examine within and between relations, as well as to compare the whole levels by taking all 

factors into consideration. The data analysis section of this research touches on the statistical aspects 

of hierarchical linear models (HLM) analyses and how they are carried out. 

Ignoring the hierarchical structure in the data may lead to a considerable differentiation in the outcome. 

Roberts (2004) found that the relationship between urbanicity and science achievement was .77 when 

the hierarchical data structure was ignored, whereas the same relationship was -.88 when the students 

were nested within school. Likewise, a number of studies argue that using traditional linear models 

instead of hierarchical ones will yield biased results (Bryk & Raudenbush, 2002; Goldstein, 2011; 

Osborne, 2000; Raudenbush, 1988; Raudenbush & Bryk, 1986; Woltman et al., 2012). In her study 

which is a comparison of linear regression and hierarchical linear model, Atar (2010) found that the 

coefficient of Attitude Towards Science in linear regression differs among second level units (schools) 

in a range from -0.2 to 1.09. The findings shown the degree of attitude towards science significantly 

differs between schools and multilevel nature of the data should be taken into consideration. 

According to Gelman (2006), hierarchical linear models are useful in terms of data reduction and 

casual inference compared to classical regression analysis. However, using hierarchical linear models 

do not guarantee the unbiasedness of parameter estimation in the hierarchical data, because some errors 

of estimates may be observed if the selected sample does not represent the number of students in the 

population, as it might be the case in the other linear models as well. For this reason, large-scale 

assessments make use of survey weights pertaining to different levels (Meinck, 2015). 

The survey weights used in large-scale tests like PISA make it easier to analyze data, to calculate 

estimates of sampling errors appropriately, as well as to make valid estimates and inferences of the 

population. In this way, users are enabled to make unbiased estimates of standard errors, conduct 

significance tests, and create confidence intervals in consideration of the complex sample design for 

each participating country. The survey weights are not the same for all students in a given country, 

because they are to provide full representation of every selected school, to balance the participation of 

school populations at certain rates, to take school non-responses into consideration, to prevent larger 

weights in relatively small groups, and to balance the influence of additional number of students 

sampled for surveys in some countries (OECD, 2014). The statistical procedures underlying the survey 

weights in tests like TIMSS, and PISA can be found in Cochran (1977), Lohr (2010), Särndal, 

Swensson and Wretman (1992). The survey weights in those tests consist of the school base weight 

and the within-school base weight, as well as five adjustment factors. Adjustment factors are used to 
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consider non-participation by other schools that are somewhat similar in nature to a particular school, 

to balance the age and grade levels of students, to consider non-participating students within the school 

according to their gender, grade, and region, and to reduce the unexpected school-based and other 

weight factors. The detailed information on how these weight factors were calculated for PISA 2012 

can be found in the technical report (OECD, 2014). 

 

Purpose of the Study 

Plausible values and weights used in large-scale assessments are grounded on conducting more precise 

and inclusionary measurements. Concordantly, this study aims to compare the analysis results of 

multiple linear regression and hierarchical linear models in predicting science literacy of students, in 

terms of plausible values and weights, using the PISA data in 2015. Within the frame of this general 

aim, we first carried out multiple linear regression and hierarchical linear model analyses which one 

plausible value regressed on independent variables without weights. Then, the same models repeated 

in such a way that whole weighted plausible values regressed on independent variables. Through this 

approach we could observe the impact of usage of plausible values with or without weight in both 

multiple linear regression and HLM. Accordingly, we investigate four research questions: how do the 

results of multiple regression and HLM analyses turn out in case of a) one unweighted plausible value, 

b) all plausible values with weights; 

1. In fully unconditional model? 

2. Regressed on level-1 explanatory variables (students’ epistemological beliefs in science, 

test anxiety, motivations, and the index of economic, social, and cultural status)? 

3. Regressed on level-2 explanatory variables (classroom sizes at schools, educational 

leadership, and shortage of educational material and staff)? 

4. Regressed on both level-1 and level-2 explanatory variables? 

 

METHOD 

This study is a correlational research (Fraenkel, Wallen & Hyun, 2012) aiming to demonstrate 

relationship among plausible values, survey weights and few independent variables in two different 

analyses, with reference to the hierarchically structured data obtained from the international large-

scale education research. 

 

Working Group 

The PISA 2015 dataset was used in accordance with the aim of the study. PISA is a triennial 

international survey conducted by OECD, mainly aiming to measure the mathematics, science, and 

reading performance of 15-year-old students. The first and the latest PISA surveys were conducted in 

1997 and 2015, respectively. Nearly 520 thousand students from 72 countries were assessed. From 

Turkey, 5895 students from 187 schools in total took the PISA test. 

This study incorporates two-level hierarchical data (with students being level-1, and schools being 

level-2), in line with the nature of hierarchical linear models. The sample of the level-2 consists of 178 

schools in Turkey without any missing data. The schools with missing data were excluded from the 

dataset, since it is impossible to conduct analysis with missing data in level-2 units in HLM software. 

HLM software works with compete level-2 data. It is an obligation either to impute a value for the 

missing data or to delete incomplete cases. Ignoring level-2 missing observation will result in listwise 

deletion of incomplete level-2 units during the creation of system files (Palardy, 2011). The level-1 

sample of the research consists of 5703 students receiving education in the afore-mentioned 178 

schools. For hierarchical linear models, level-2 sample size of 50 or more with adequate level-1 sample 
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size is expected to provide unbiased estimates (Maas & Hox, 2005). Hence, the sample size of this 

research is appropriate enough to perform HLM-related analyses. 

 

Data Collection Instruments 

In PISA, students take mathematics, science, and reading comprehension tests. Their cognitive skills 

are assessed in these fields. Besides the cognitive skill tests, one of those three fields are designated as 

an area of focus in every application, and a student questionnaire is applied to assess affective variables 

related to the specified area of focus. The data related to students is gathered through cognitive tests 

and questionnaires in which affective variables are examined. In a similar way, a school questionnaire 

is applied to school principals in order to gather information in a variety of issues, such as technical 

infrastructure and status of educational resources at schools. In this study, the level-1 variables from 

the student questionnaire and the science test were used together with the level-2 variables from the 

school questionnaire. The variables used in the model selected via Automatic Linear Modeling (Yang, 

2013) procedure. This analysis carried out with 14 index or continuous variables. Then, out of 10 most 

important variables eight variables (two variables exclude for having equal importance levels) decided 

to be used. We tried to provide a clear representation of the finding as much as possible with 

parsimonious models based on most important variables. The details about those variables are seen in 

Table 1. 

 

Table 1. Variables and Their Properties 
Level Variable Abbreviation Type Nature 

Student 

(Level-1) 

Science Literacy Scores (10 Plausible Values) PV1SCIE (1-10) Dependent Continuous 

Epistemological Beliefs EPIST Independent Continuous 

Test Anxiety ANXTEST Independent Continuous 

Achievement Motivation MOTIVAT Independent Continuous 

Index of Economic, Social and Cultural Status ESCS Independent Continuous 

School 

(Level-2) 

Average Class Size of School CLSIZE* Independent Continuous 

Teachers Participation LEADTCH* Independent Continuous 

Shortage of Educational Material in School EDUSHORT* Independent Continuous 

Shortage of Educational Staff in School STAFFSHO* Independent Continuous 

Weights Final Student Weight W_FSTUWT  Continuous 

BRR-FAY Replicate Weights (80 in number) W_FSTURWT1-80  Continuous 

*Disaggregated to the student level in multiple regression analysis 

 

Data Analysis 

The analysis of this research involves multiple regression and hierarchical linear models with the 

purpose of investigating the influence of plausible values and survey weights on different statistical 

analyses. In the multiple regression analysis, PV1SCIE1 was set as the dependent variable, and four 

different models were analyzed. Those models included no explanatory variables, only student-level 

variables, only school-level variables, and variables pertaining to both levels. In the multiple 

regression analysis, school-level variables were disaggregated to students. The mentioned four models 

were repeated while 10 plausible values (PV1SCIE1-10) were made dependent variables, and student-

level weight and replications (W_FSTUWT and W_FSTURWT1-80) were used. In this way, we 

examined the effects of plausible values and weight use on multiple regression analysis. 

Like the multiple regression analysis, the HLM analyses involved eight models in total, in four of 

which only the first plausible value (PV1SCIE1) was dependent variable, and in four of which all 

plausible models and weights were employed. For data analysis, the IDB Analyzer (International 

Association for the Evaluation of Educational Achievement-IEA, 2016) software was used to create 

the syntax that makes it possible to utilize all plausible values and weights in multiple regression. The 

main analyses were performed via SPSS 21.0 (International Business Machines-IBM Corp., 2012) and 
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HLM 7 Hierarchical Linear and Nonlinear Modelling (Bryk, Raudenbush & Congdon, 2010). .05 is 

significance level for all analyses. 

Before the carrying out the multiple regression and HLM analyses we tested assumptions of both 

analyses. Firstly, we checked multiple regression assumptions in terms of linear relationship between 

dependent variable and independent variables, multicollinearity, independence of residuals 

(uncorrelated residuals), constant residual variance (homoscedasticity), normal distribution of 

residuals and outliers for all models (except intercept only models). By scatter plots drawn with 

dependent variable against independent variables for all models, we could observe linear relationship 

among outcome and explanatory variables. For all models, multicollinearity tested with tolerance and 

VIF statistics. Accordingly, it is found that none of tolerance value is smaller than 0.2 (0.7-0.9) and 

none of VIF is greater than 10 (1.3-1.4). The independence of residuals tested via Durbin-Watson 

statistics. According to the test, it is indicated that for all models mentioned statistics is in a range from 

one to three. For the constant residuals (homoscedasticity) we benefited from a graph of predicted 

standard points against standard residuals. Through the P-P graph we could decide residuals are on the 

diagonal line and are normally distributed. Finally, outliners tested with Cook’s distance method. We 

did not meet any distance greater than one. 

Since the first HLM model is fully unconditional model we did not check the assumptions. For all 

other models, homogeneity of variances and normality of residuals for each level are strictly 

recommended (Snijders & Bosker, 1999). For all models we created scatter plots for level-1 among 

level-2 units and we observed that residuals are randomly distributed among level-2 units. Finally, we 

drawn P-P plots of predicted standard points against standard residuals and determined that the 

residuals are normally distributed. 

 

RESULTS 

 

Findings on the First Sub-Problem 

Table 2 demonstrates the details about four different models that are constructed by considering the 

absence of any explanatory variable. As seen in the table, the multiple regression model in which all 

plausible values and weights are used is the highest predictor of Turkish general science literacy score, 

whereas the HLM analysis in which all plausible values and weights are used is the lowest predictor. 

The smallest standard error estimation is obtained via multiple regression model (1.02), while the 

highest standard error is obtained through the HLM analysis where all plausible values and weights 

are used. 

 

Table 2. Fixed Effects Pertaining to The First Model 
Analysis Fixed Effect Coefficients Se t 

Multiple Regression (PV1SCIE1) Grand Mean of Science Literacy 423.19* 1.02 414.89 

Multiple Regression (PV1SCIE1-10) 

Weighted 

Grand Mean of Science Literacy 
426.22* 4.06 104.98 

HLM (PV1SCIE1) Grand Mean of Science Literacy, 𝛾00 418.48* 4.35 96.13 

HLM (PV1SCIE1-10) Weighted Grand Mean of Science Literacy, 𝛾00 417.71* 4.90 85.29 

*p < .05 

 

The random effects from two different random effects ANOVA models are presented in Table 3. The 

results of both analyses indicate that the mean of student science achievement differs from a school to 

another. While the level-1 error term estimated in both analyses is too close, the level-2 error term 

estimated with the HLM analysis using all plausible values and weights is higher as compared to the 

first analysis. 
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Table 3. Random Effects Pertaining to The First Model 
Analysis Random Effect Sd Variance 𝝌𝟐 

HLM (PV1SCIE1) Level-2 Error Term, 𝑢0𝑗 55.43 3073.53 5499.68* 

Level-1 Error Term, 𝑟𝑖𝑗 53.61 2873.90  

HLM (PV1SCIE1-10) Weighted Level-2 Error Term, 𝑢0𝑗 59.46 3536.05 6332.42* 

Level-1 Error Term, 𝑟𝑖𝑗 53.37 2848.21  

*p < .05 

 

The intra-class correlation coefficient was used to determine the percentage of variance in science 

literacy explained at school level. Accordingly, the proportions obtained from both analyses are as 

follows: 

ρ
1
=

τ00
(τ00+σ2)⁄  = 3073.53/ (3073.53+2873.90) = 0.517   (1) 

ρ
2
=

τ00

(τ00+σ2)⁄  = 3536.05/ (3536.05+2848.21) = 0.554   (2) 

In the first analysis, it was determined that approximately 52% (ρ
1
 = 0.517) of the variance in 

dependent variable can be explained at school level. On the other hand, when all plausible values were 

used, approximately 55% (ρ
2
 = 0.554) of the variance in dependent variable could be explained at 

level-2. 

 

Findings on the Second Sub-Problem 

Table 4 shows the coefficients pertaining to two different multiple regression analyses, in which four 

student-level variables were included in the model, as well as the fixed effects from two different 

random coefficients models. 

 

Table 4. Fixed Effects Pertaining to The Second Model 
Analysis Fixed Effect Coefficients

 
Se t 

Multiple Regression 

(PV1SCIE1) 

Grand Mean of Science Literacy 452.97* 1.65 274.11 

EPIST 14.74* 0.83 17.80 

ANXTEST -6.81* 0.94 -7.29 

MOTIVAT 6.05* 0.98 6.16 

ESCS 17.84* 0.82 21.66 

Multiple Regression 

(PV1SCIE1-10) Weighted 

Grand Mean of Science Literacy 456.05* 4.56 100.08 

EPIST 15.23* 1.3 11.75 

ANXTEST -6.27* 1.4 -4.47 

MOTIVAT 6.53* 1.38 4.74 

ESCS 18.69* 2.05 9.12 

HLM 

(PV1SCIE1) 
Grand Mean of Science Literacy, γ00 423.31* 4.61 91.74 

EPIST,γ10 7.37* 0.68 10.81 

ANXTEST,γ20 -6.35* 0.82 -7.72 

MOTIVAT, γ30 3.26* 0.90 3.63 

ESCS,  γ40 1.91* 0.78 2.46 

HLM 

(PV1SCIE1-10) Weighted 
Grand Mean of Science Literacy, γ00 422.10* 5.18 81.49 

EPIST, γ10 7.41* 0.85 8.71 

ANXTEST, γ20 -6.15* 0.93 -6.61 

MOTIVAT, γ30 3.89* 1.05 3.70 

ESCS, γ40 1.87* 0.91 2.03 

*p < .05 
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In line with Table 4, it is possible to say that overall science literacy is over estimated in each analysis. 

The coefficients in these analyses reflect the mean science literacy when independent variables are 

controlled. In every analysis, all the independent variables significantly predict the dependent variable. 

Whereas the variable with the largest coefficient is the index of Economic, Social, and Cultural Status 

(ESCS) in the multiple regression analysis, this variable was estimated very lower in the HLM 

analyses. Students’ levels of epistemological belief (EPIST) is the variable with the highest coefficient 

in the HLM analyses. Furthermore, it can be said that all coefficients in the multiple regression 

analyses were estimated higher when compared to the HLM analyses. It was seen that the standard 

errors pertaining to the coefficients in the unweighted multiple regression and HLM analyses were 

estimated low when compared to the weighted multiple linear regression. The random effects from the 

random coefficient models are presented in Table 5. 

 

Table 5. Random Effects Pertaining to The Second Model 
Analysis Random Effect Sd Variance χ2 

HLM 

(PV1SCIE1) 
Level-2 Error Term, u0j 56.50 3192.56 1982.77* 

EPIST Effect, u1j 1.51 2.28 143.22 

ANXTEST Effect, u2j 3.94 15.51 159.71 

MOTIVAT Effect, u3j 5.26 27.69 176.79 

ESCS Effect,u4j 1.68 2.82 146.86 

Level-1 Error Term, rij 52.15 2719.55  

HLM 

(PV1SCIE1-10)  

Weighted 

Level-2 Error Term, u0j 60.19 3622.63 2220.32* 

EPIST Effect, u1j 2.47 6.09 144.92 

ANXTEST Effect, u2j 2.72 7.38 146.64 

MOTIVAT Effect, u3j 5.16 26.59 163.78 

ESCS Effect, u4j 3.02 9.11 149.17 

Level-1 Error Term, rij 51.89 2693.07  

*p < .05 

 

In random effects, level-1 error variances are expected to become smaller when level-1 independent 

variables are included in the model. Equation 3 and 4 were used to determine to what extent the level-

1 variance is explained by the level-1 variables included in the model. 

Unweighted HLM ρ
1
=(σ

2
ANOVA

-σ2
RIM)/σ2

ANOVA:  = (2873.90 - 2719.55) / 2873.90 = 0.05 (3) 

Weighted HLM ρ
2
=(σ

2
ANOVA

-σ2
RIM)/σ2

ANOVA = (2848.21 - 2693.07) / 2848.21 = 0.05  (4) 

Both HLM models explained the level-1 variance to the equal extent, although the variance of level-1 

error was smaller in the HLM analysis in which all plausible values and weights were used. The level-

2 error variance was estimated higher when weights were used. 

 

Findings on the Third Sub-Problem 

In Table 6, the coefficients pertaining to two different multiple regression analyses, in which four 

school-level variables were disaggregated, as well as the fixed effects from two different HLM 

analyses. 
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Table 6. Fixed Effects Pertaining to The Third Model 
Analysis Fixed Effect Coefficients

 
Se t 

Multiple Regression 

(PV1SCIE1) 

Grand Mean of Science Literacy 411.89* 4.621 89.14 

CLSIZE 0.290* 0.09 3.07 

LEADTCH 5.00* 0.90 5.56 

EDUSHORT -9.58* 0.94 -10.25 

STAFFSHO -8.43* 1.01 -8.35 

Multiple Regression 

(PV1SCIE1-10) Weighted 

Grand Mean of Science Literacy 416..84* 25.41 16.4 

CLSIZE 0.27* 0.53 0.51 

LEADTCH 4.38* 5.2 0.84 

EDUSHORT -10.43* 3.75 -2.78 

STAFFSHO -11.05* 4.3 -2.57 

HLM 

(PV1SCIE1) 
Grand Mean of Science Literacy, γ

00
 399.33* 16.37 24.40 

CLSIZE,γ
10

 0.52 0.35 1.50 

LEADTCH, γ
20

 4.05 3.65 1.11 

EDUSHORT, γ
30

 -9.09* 3.02 -3.01 

STAFFSHO, γ
40

 -9.85* 4.01 -2.45 

HLM 

(PV1SCIE1-10) Weighted 
Grand Mean of Science Literacy, γ

00
 399.89* 20.49 19.51 

CLSIZE,γ
10

 0.57 0.42 1.35 

LEADTCH, γ
20

 3.38 4.42 0.77 

EDUSHORT, γ
30

 -8.44* 3.70 -2.29 

STAFFSHO, γ
40

 -15.39* 4.63 -3.32 

*p < .05 

 

As seen in Table 6, all the variables in both multiple regression analyses significantly predict the 

dependent variable, while only the shortage of educational materials (EDUSHORT) and the shortage 

of educational staff (STAFFSHO) remain significant in the HLM analyses. Standard errors increase 

with the use of weighted plausible values in both regression and HLM analyses. It is seen that some 

of the weighted multiple regression coefficients are slightly greater than those of the unweighted 

multiple regression analysis coefficients. The effect of weighting on the coefficients was not found 

considerable in the HLM analyses. The random effects related to the HLM analyses are presented in 

Table 7. 

 

Table 7. Random Effects Pertaining to The Third Model 
Analysis Random Effect Sd Variance 𝝌𝟐 

HLM (PV1SCIE1) Level-2 Error Term, u0j 51.64 2667.09 4700.68* 

Level-1 Error Term, rij 53.61 2873.60  

HLM (PV1SCIE1-10) Weighted Level-2 Error Term, u0j 53.46 2857.64 5243.57* 

Level-1 Error Term, rij 53.36 2847.75  

*p < .05 

 

The variance of level-2 error term was estimated higher in the weighted HLM analysis, as 

demonstrated in Table 7. The level-2 variance is expected to decrease with the inclusion of level-2 

variables into the completely unconditional model. Equation 5 and Equation6 were utilized to 

determine to what extent the level-2 variance is explained by the level-2 variables included in the 

model. 

Unweighted HLM:  ρ
1
=(σ

2
ANOVA

-σ2
MAOR)/σ2

ANOVA = (3073.53 - 2667.09) / 3073.53 = 0.13 (5) 

Weighted HLM: ρ
2
=(σ

2
ANOVA

-σ2
MAOR)/σ2

ANOVA = (3536.05 - 2847.75) / 3536.05 = 0.20  (6) 

Whereas 13% of the level-2 variance is explained in the unweighted HLM analysis after four level-2 

independent variables are included into the model, this percentage rises to 20% in the weighted HLM 
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analysis. Hence, it is possible to say that weighting had a certain effect on the variance explained in 

the HLM analysis. 

 

Findings on the Fourth Sub-Problem 

Table 8 shows the coefficients from two different regression models, in which the level-1 variables 

were modelled together with the level-2 variables that were found to be significant. The table also 

shows the fixed effects pertaining to the model of intercepts and slopes as two different dependent 

variables. 

 

Table 8. Random Effects Pertaining to The Fourth Model 
Analysis Fixed Effect Coefficients

 
Se t 

Multiple Regression 

(PV1SCIE1) 

Grand Mean of Science Literacy 453.91* 1.65 275.59 

EDUSHORT -7.11* 0.884 -8.04 

STAFFSHO -7.00* 0.96 -7.26 

EPIST 14.00* 0.81 17.23 

ANXTEST -6.79* 0.92 -7.42 

MOTIVAT 5.76* 0.96 5.98 

ESCS 15.04* 0.83 18.17 

Multiple Regression 

(PV1SCIE1-10) Weighted 

Grand Mean of Science Literacy 457.20* 4.79 95.35 

EDUSHORT -7.8* 3.07 -2.54 

STAFFSHO -9.07* 3.83 -2.37 

EPIST 14.16* 1.22 11.58 

ANXTEST -6.32* 1.3 -4.86 

MOTIVAT 6.21* 1.35 4.61 

ESCS 15.63* 1.94 8.07 

HLM 

(PV1SCIE1) 
Grand Mean of Science Literacy, γ

00
 429.33* 4.71 91.20 

EDUSHORT, γ
01

 -8.85* 3.25 -2.72 

STAFFSHO, γ
02

 -6.97* 3.55 -1.96 

EPIST, γ
10

 7.43* 0.68 10.85 

ANXTEST, γ
20

 -6.32* 0.82 -7.69 

MOTIVAT, γ
30

 3.22* 0.89 3.61 

ESCS, γ
40

 1.85* 0.78 2.39 

HLM 

(PV1SCIE1-10) Weighted 
Grand Mean of Science Literacy, γ

00
 431.37* 5.26 81.97 

EDUSHORT, γ
01

 -8.24* 3.54 -2.33 

STAFFSHO, γ
02

 -12.35* 3.95 -3.13 

EPIST, γ
10

 7.43* 0.83 8.92 

ANXTEST,  γ
20

 -6.09* 0.93 -6.52 

MOTIVAT, γ
30

 3.78* 1.05 3.59 

ESCS,  γ
40

 1.86* 0.93 2.00 

*p < .05 

 

According to Table 8, the significant variables in the multiple regression analyses are the 

epistemological beliefs (EPIST) of students and the index of economic, social, and cultural status 

(ESCS), both being the student-level variables, while the predictors with highest coefficients in the 

HLM analyses are the level of epistemological beliefs and test anxiety (ANXTEST), both being the 

student-level variables again. Besides, it is seen that the coefficients of regression analyses are 

estimated higher than those of the HLM analyses, whereas the standard errors pertaining to the 

coefficients are estimated lower, as it was the case in the previous models. In case of weighting, a 

remarkable increase is observed in standard errors of level-2 variables in the multiple regression 

analyses. As for the HLM analyses, weighting does not create any considerable change on the 

coefficients and standard errors thereof. Table 9 demonstrates the random effects pertaining to the 

HLM analyses. 
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Table 9. Random Effects Pertaining to The Fourth Model 
Analysis Random Effect Sd Variance χ2 

HLM 

(PV1SCIE1) 
Level-2 Error Term, u0j 52.97 2805.70 1666.33* 

EPIST Effect,u1j 1.63 2.66 143.29 

ANXTEST Effect,u2j 3.95 15.59 159.68 

MOTIVAT Effect, u3j 5.13 26.35 176.69 

ESCS Effect, u4j 1.65 2.72 146.78 

Level-1 Error Term, rij 52.15 2719.60  

HLM 

(PV1SCIE1-10) Weighted 
Level-2 Error Term, u0j 55.15 3041.55 1786.47* 

EPIST Effect, u1j 2.50 6.24 144.95 

ANXTEST Effect, u2j 2.70 7.27 146.54 

MOTIVAT Effect, u3j 5.10 26.99 163.38 

ESCS Effect, u4j 2.96 8.79 149.15 

Level-1 Error Term, rij 51.89 2692.70  

*p < .05 

 

In order to determine the percentages of variance explained for the models of intercepts and slopes as 

dependent variables, the variances obtained from these models were compared with those obtained 

from the random effects ANOVA model. 

Level-1 variance explained: 

Unweighted HLM: ρ
1
=(σ

2
ANOVA

-σ2
MAOANCOVA)/σ2

ANOVA = (2873.90 - 2719.60) / 2873.90 = 0.05 (7) 

Weighted HLM: ρ
2
=(σ

2
ANOVA

-σ2
MAOANCOVA)/σ2

ANOVA = (2848.21 - 2692.70) / 2848.21 = 0.05 (8) 

Level-2 variance explained: 

Unweighted HLM: ρ
1
=(σ

2
ANOVA

-σ2
MAOANCOVA)/σ2

ANOVA = (3073.53 - 2805.70) / 3073.53 = 0.09 (9) 

Weighted HLM: ρ
2
=(σ

2
ANOVA

-σ2
MAOANCOVA)/σ2

ANOVA = (3536.05 - 3041.55) / 3536.05 = 0.14     (10) 

Accordingly, the level-1 variance explained remained the same when one plausible value was used 

and weighting was not applied in the analyses performed via the model of intercepts and slopes as 

dependent variables. Per contra, the level-2 variance explained was found higher (14%) when all 

plausible values and weights were used together. 

 

DISCUSSION and CONCLUSION 

This study aimed to compare the results of multiple linear regression and HLM in cases of using a 

plausible value and all plausible values together with survey weights as an indicator of students’ 

science literacy. Within the scope of this aim, the estimates of those methods were compared regarding 

the four cases, i.e., the absence of any explanatory variable, the existence of student-level variables, 

school-level variables, and variables from both levels. 

In the models without any explanatory variables, the highest average of science literacy was estimated 

through the multiple linear regression model using all plausible values and weights. In general, both 

multiple linear regression analyses can be said to have estimated science literacy higher than the HLM 

analysis did. Weighting was effective in estimating the coefficient-related standard errors in both 

analyses of regression and HLM. It was observed that standard errors were greater when weighting 

was applied in both analyses. Hence, it can be asserted that weighting has a considerable role in relation 

to the significance of coefficients. Students’ science literacy varied from a school to another, according 

to the random effects of both random-effects ANOVA models. It was observed that the percentage of 

variance explained by schools as level-2 units was higher when weighting was applied. This means 

that the difference among schools further increased as a result of weighting. In this study, it was seen 

that approximately 55% of the variance in the dependent variable was explained by level-2 units. This 
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result manifests the importance of using HLM analyses as emphasized in several studies (Bryk & 

Raudenbush, 2002; Goldstein, 2011; Osborne, 2000; Raudenbush, 1988; Raudenbush & Bryk, 1986; 

Woltman et al., 2012). 

For all the models, science literacy was predicted significantly by students’ epistemological beliefs in 

science, test anxiety, motivation, and the index of economic, social, and cultural status. The literature 

about large scale studies such as PISA and TIMSS contain many researches that investigate economic, 

social and cultural development index (Acar & Öğretmen, 2012; Atar & Atar, 2012). The findings of 

current study related this variable is parallel with former ones. Epistemological beliefs and the index 

of economic, social, and cultural status were the variables with the biggest coefficients in three out of 

four models over which level-1 variables were examined, the coefficients related to these variables 

were estimated quite higher in multiple regression analyses as compared to the HLM. The standard 

errors estimated in those four models were quite close to each other. However, in case of weighting, 

the standard errors estimated were observed to be slightly higher compared to the other models. Even 

though all the explanatory variables were significant and the standard errors were close to each other 

(except for the unweighted multiple regression), it was concluded that the coefficients obtained from 

the HLM and multiple linear regression analyses showed remarkable differences. This result is in 

parallel with Roberts’s (2004) observation that research findings differ significantly when the 

hierarchical data structure is not taken into consideration. The HLM analysis showed equal percentage 

of level-1 variance explained by the model in which only a plausible value was used, as well as the 

model in which all plausible values and weights were used together. This result may be in relation to 

the student-level explanatory variables versus the school-level weights. Besides, this situation is in 

compliance with Wu’s (2005) conclusion in a simulation study that using any of the plausible values 

alone is enough to estimate the population parameters highly correctly. 

The level-2 explanatory variables of class sizes, educational leadership, shortage of educational 

material and staff proved to be significant on both multiple linear regression models. However, for 

both HLMs, only the shortage of educational material and the shortage of educational staff were 

significant. This result stems from the fact that t values turn out to be higher than they must be, because 

the difference of level is ignored in the multiple linear regression analysis, and the level-2 variables in 

the nested data tend to be significant. Several other studies have also set forth that HLM is more 

effective in prediction and able to estimate the coefficients and related standard errors more accurately 

than the traditional analyses are (Gelman, 2006; Goldstein, 2011; Raudenbush, 1988). On both 

multiple linear regression and HLM method, using all plausible values in company with weights 

augmented the coefficient-related standard errors. In this case, it is possible to assert that the usage of 

weighting reduces the risk of type-2 errors for both analysis methods. In the HLM analysis, the use of 

all plausible values along with weights increased the percentage of variance explained, though they 

did not influence the coefficients much. Accordingly, using multiple plausible values and weights 

appears to enhance the performance of HLM analysis. 

It was seen that all student- and school-level variables included in the model were significant factors 

affecting the students’ overall science performance in each model. On the other hand, the variables 

with highest coefficients were the epistemological beliefs of students and the index of economic, 

social, and cultural status in the multiple regression analyses, while the level of epistemological beliefs 

and the shortage of educational material and staff were in the HLM analyses. The coefficients were 

estimated higher and the related standard errors were estimated lower in the multiple linear regression 

analyses than they were in the HLM analyses, even when all of the variables were included in the 

model. Regarding such hierarchical data, several other studies confirm that the results of HLM and 

those of the traditional linear models differ from each other (Bryk & Raudenbush, 2002; Gelman, 

2006; Goldstein, 2011; Osborne, 2000; Raudenbush, 1988; Raudenbush & Bryk, 1986; Woltman et 

al., 2012). Using all coefficients in company with weights had a considerable effect on the standard 

errors of coefficients pertaining to the school-level variables in the multiple linear regression analyses, 

whereas it did not generate any remarkable effect on the HLM analyses. The use of all plausible values 

together with weights in the HLM analyses produced an effect, similar to that of previous models, on 

the percentage of variance explained at student and school levels. The percentage of student-level 
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variance explained did not change, while that of school-level variance increased. The inclusion of 

school-level variables into the model has a different impact on the results, therefore. These results 

support the necessity of considering the differences of level during analyses. 

When all plausible values are used in concurrence with weights, model coefficients do not increase to 

a considerable extent, though an increase is observed in the related standard errors, in cases that 

student- and school-level variables are included into the models separately or together in the multiple 

linear regression analysis. Any increase in standard errors has a bearing on t values, from which the 

significance of predictor variables is affected in turn. In this study, the variables included into the 

model were significant despite the decrease in t values. Thus, it is possible to argue that the usage of 

all plausible values in company with weights does not create a remarkable change on the parameters 

of multiple linear regression. Although this result is in parallel with the results of a study by Wu (2005) 

about the use of plausible values, it shows that the way of using survey weights as proposed by OECD 

(2017) does not generate any change on the outcome. This finding supported by the finding of Carle’s 

(2009) study. Carle asserts that coefficients of weighted and unweighted models are slightly different 

from each other. However, standard errors diverge comparably. The coefficients and the related 

standard errors demonstrated a similar tendency in the HLM analysis. Notwithstanding that, the 

models in which all plausible values and weights were used in company proved to be more 

conservative in terms of significance and increased the percentage of variance explained in the HLM 

analysis, which makes it essentially usable in precise studies. 

These research results indicate that the outcomes of using HLM for hierarchically structured data are 

different from those of the multiple linear regression analysis. Since multiple linear regression is not 

appropriate and adequate for nested data, HLM analysis should be preferred for that purpose. In this 

way, the separate and collective effects of explanatory variables at different levels will be observed, 

and the explanatory variables that predict the dependent variable will be determined accurately and 

reliably. In this study we used just student-level weights. Under similar conditions new studies can be 

conducted with scholl or higher level weights. 
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